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a b s t r a c t

In this study, the airflow in a room that contains a heat source is simulated numerically. The flow is con-
sidered turbulent and buoyant. The results of the mathematical model are validated with available exper-
imental data at specific locations in the domain. A simple geometry is adopted, consisting of a room with
a door that plays the role of both inlet–outlet for the fluid (air). At the centre of the room a methane
burner is placed to serve as a heat source. The problem is simulated using two turbulence models, the
well-known standard k–e model and the RNG k–e model, both modified to account for buoyancy effects
on turbulence. The burner is considered as a volumetric heat source. It is concluded that the fire plume
development as well as the distributions of velocity and temperature are reasonably well predicted. Fol-
lowing this conclusion, both models are also applied to a different, more complex geometry that con-
sisted of two rooms communicating via a door, while the heat source was placed in the first room.
Unfortunately, there are no experimental data to compare with for this case, but the results appear plau-
sible. Finally, important design factors, such as mass flow rates and neutral-plane heights, are calculated
utilizing the CFD results, and are compared with those obtained by well-known empirical correlations. It
is concluded that the bi-directional flow existing through the burning-room vent is similarly predicted by
both turbulence models; the RNG k–e model leading to higher, and more accurate predictions of temper-
ature variations within the hot upper layer, at least for the single-room case.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction

The modelling of fire spread within a building presents a formi-
dable challenge for mathematicians, physicists and engineers. Fire,
which is conventionally defined as uncontrolled flame spread, is
arguably among the most complex phenomena considered in com-
bustion science. It embraces nearly all of the effects found in sub-
sonic chemically reacting flows. Fluid dynamics, kinetics, radiation,
and in many cases multi-phase flow effects are linked together to
provide an extremely complex physical and chemical phenomenon
[1–3].

Typical values of Reynolds number for airflow induced by fire in
enclosures are of the order of 105 [4], while the buoyancy force due
to density differences between hot and ambient air is usually much
greater than both the inertial and the viscous ones [3,5], i.e., the ex-
pected airflow induced by thermal sources inside an enclosure is
strongly buoyant and turbulent. The influence of buoyancy forces
on the airflow structure (thermal plume development, smoke
spreading, etc.) depends primarily on the ventilation grade of the
enclosure containing the fire-source [6], e.g., whether the enclo-
sure is unventilated, mechanically ventilated (controllable) or nat-
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urally ventilated [6,7]. In the latter case, it is crucial to evaluate the
effects of the external wind forces, as compared to the buoyancy
forces, on the indoor airflow, in order to develop a mathematical
model to describe the phenomenon. This can be achieved using
the Archimedes number, as for example in [8], according to which
buoyancy or wind forces prevail when Ar >> 1 or Ar << 1, respec-
tively [9]. In compartment fires, such as that in the present study,
the Archimedes number is far above unity, and the flow is buoy-
ancy dominated. The objective of fire-safety systems design is
mainly the extraction of smoke at a rate sufficient to prevent the
smoke layer from descending to an occupied zone. Thus, the quan-
tification of the smoke layer properties (temperature, concentra-
tion of combustion products, etc.), of the mass flow rates through
the opening, as well as of the neutral-plane height [3,10] is the
prime desideratum.

The most widely-used models to quantify the fire-driven flow
field are the so-called zone models and the field, or Computational
Fluid Dynamics (CFD), models. The former approach is based on
the division of the space under consideration into different distinc-
tive zones, each of which can be described by a simple set of
parameters and empirical laws. The parameters that represent
physical quantities are averaged over each zone, while the conser-
vation conditions at the boundaries between different regions, to-
gether with global conservation laws, lead to a system of equations
which determines the parameters of interest [3]. These models
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Nomenclature

A burning-room opening area (m2)
Ar Archimedes number
a numerical coefficients
C0 inflow coefficient
Cd drag coefficient
C1, C2, C3, Cl empirical constants in the turbulence models
Grashof Grashof number
g gravitational acceleration (m/s2)
GB buoyancy source/sink term
H opening height (m)
Hh neutral-plane height in the adjacent room (m)
h enthalpy (J/kg)
k turbulence kinetic energy (m2/s2)
_ma mass-inflow rate (kg/s)
_mg mass-outflow rate (kg/s)
_mg1 mass-ouflow rate between neutral-plane heights of the

burning and the adjacent room (kg/s)
_mg2 mass-outflow rate above the adjacent-room neutral-

plane height (kg/s)
_mfuel fuel burning rate (kg/s)

N neutral-plane height through the doorway of the burn-
ing room (m)

Pk turbulence kinetic energy generation term
_q000 volumetric heat-release rate (J/(m3s))
Reynolds Reynolds number
R rate-of-strain term
RES absolute residual
S mean rate of strain
Su source term in the general transport equation
Sh enthalpy source term (J/(kg s))
t time (s)
T temperature (K)
Ta surrounding gas temperature in the one-room case (K)
Ta1 temperature of the cold layer in the adjacent room (K)
Ta2 temperature of the hot layer in the adjacent room (K)
Tiburn

temperature stored in the i-th cell within the burning
room (K)

Tr temperature in the burning room (K)
Tref reference temperature (K)
~u velocity vector
u mean velocity component in the x-direction (m/s)
uij mean velocity normal to the grid surface (Dxi, Dyj) (m/s)
Ui mean velocity component in the i-direction (m/s)
Uj mean velocity component in the j-direction (m/s)
v mean velocity component in the y-direction (m/s)

Viburn
volume of the i-th grid-cell in the burning room (m3)

VP grid-cell volume (m3)
W Width of burning room doorway (m)
w mean velocity component in the z-direction (m/s)
y+ dimensionless distance from wall
x, y, z Cartesian co-ordinates

Greek symbols
b thermal expansion coefficient (1/K)
Cu diffusion coefficient in the conservation equations
Dxi x-dimension of the opening grid-cell (m)
Dyj y-dimension of the opening grid-cell (m)
e turbulence dissipation rate (m2/s3)
u time-average of instantaneous flow variable
uP value of flow variable at the central grid node, P
uI value of flow variable at the neighbouring grid node, I
g expansion parameter
l dynamic laminar viscosity (kg/(ms))
lt dynamic turbulence viscosity (kg/(ms))
q air density (kg/m3)
qa surrounding gas density (kg/m3)
qa1 cold layer density (kg/m3)
qa2 hot layer density (kg/m3)
qr burning-room air density (kg/m3)
q1 ambient air density (kg/m3)
rh turbulence Prandtl number for enthalpy
rk turbulence Prandtl number for kinetic energy of turbu-

lence
re turbulence Prandtl number for dissipation rate of turbu-

lence

Subscripts
a surrounding air
B buoyancy
Fuel fuel
g gas
I neighbouring grid node
i, j i, j directions
iburn i-th cell within the burning room
nburn number of cells within the burning room
P central grid node
r burning room
ref reference
t turbulent
1 ambient
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offer computational efficiency, as well as satisfactory accuracy for
engineering purposes, especially in cases of simple geometries
[10]. However, they supply limited information about the fire envi-
ronment and, as the variables of interest are averaged over zones
with large spatial scale, the resolution produced is poor and impor-
tant local effects may be lost. Furthermore, a priori knowledge of
the flow structure is needed, which can be found either by exper-
imental measurements or from preliminary theoretical consider-
ations. On the other hand, CFD models are based on the
fundamental local conservation laws for physical quantities, such
as mass, momentum, energy and chemical species concentrations,
which form a set of partial differential equations. These equations
are solved with the highest practically possible spatial and tempo-
rary resolution to yield distributions of the dependent flow vari-
ables, and thus they provide detailed information of the flow
structure [1–3]. For this reason, CFD modelling is considered to
be a more general and accurate method to deal with the problem
of compartment fire. As the airflow is characterized by strong
streamline curvature due to buoyancy forces, CFD modelling is
considered as the most suitable tool for reliable airflow simulation.
The more accurate the information for any re-circulation region,
the more advanced the knowledge about local hazardous effects
(hot gas layers and smoke plumes) in buildings; for example, the
possibility of smoke confinement in certain regions of the indoor
space. Since field models resort to the fundamental physical prin-
ciples of the ‘‘flow mechanics”, they may be decoupled from exper-
imental studies, as long as they are comprehensively validated
against prototype experimental cases, with relatively high confi-
dence. The major drawback, contrary to zone models, is the com-
putational cost, which may be prohibitive but which, however,
gradually diminishes due to the continuous progress of computa-
tional technology.

One of the first field models for predicting flow induced by ther-
mal sources is the MOSIE2 (Movement Of Smoke In Enclosures-
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2D), presented by Markatos et al. [1]. In that work, that eventually
evolved into the JASMINE (J Analysis of Smoke In Enclosures) code
[11,12], the air velocity and temperature distributions were pre-
dicted in an enclosure containing a fire source. The problem was
solved in a two-dimensional domain and the fire source was han-
dled as a Volumetric Heat Source (VHS). The results appeared to be
plausible and in good agreement with available experimental data.
It was evident, however, that to validate thoroughly such a
mathematical model either better experimental data with two-
dimensional (2D) features should be obtained or that a three-
dimensional (3D) version of the model should be employed for
cases where more data is available. The above model was improved
in Ref. [2], where the airflow movement was predicted in a 3D do-
main. The results were compared with available experimental data
found in literature [13], and appeared relatively accurate. The
method described revealed the usefulness and practicability of
CFD for fire engineering applications.

Following the above pioneer studies, many investigations have
been performed since, for the assessment of compartment fires,
most common cases being those of one-room and two-room
enclosures. A detailed experimental study referring to the first
case was performed by Steckler et al. [13]. Experimental results
concerning temperature and velocity distributions, as well as
neutral-plane height and mass flow rates were obtained for vari-
ous scenarios of heat source strengths and locations. These results
served as data allocated for validation of various CFD models. For
example, the CFD model described in Ref. [2] led to acceptable
agreement with experimental results, using the VHS approach
combined with the Standard k–e turbulence model, modified for
buoyancy effects. Chow [14] also applied the modified Standard
k–e, coupled with the combustion process using the Simple
Chemical Reaction System (SCRS) approach [15], according to
which perfect combustion is assumed. However, apart from the
combustion products distribution results, no significant improve-
ment on temperature and velocity predictions was achieved. The
performance of the modified Standard k–e model was further
evaluated by Lewis et al. [16], who incorporated an eddy-break-
up combustion model [17], with radiative heat transfer taken also
into account. The predicted mass flow rates and neutral-plane
height were in excellent agreement with the experimental data,
although the performance of the simple VHS model [2] concern-
ing these parameters was still unidentified. An attempt to calcu-
late these critical factors may be found in [18], where different
combustion models, e.g., the VHS, the Eddy-break-up model,
and the presumed probability density function (prePDF), coupled
with the modified Standard k–e model were used. It was found
that all combustion models used failed to predict accurately the
mass flow rate, the neutral-plane height, as well as the tempera-
ture and velocity variations. The simplest VHS model led to rela-
tively better agreement with the experimental measurements,
but still with large deviations [2]. Apart from the Standard k–e
model, other models have also been tested, such as in Ref. [19].
The low-Reynolds-number k–e model, the standard k–e model,
and a four-equation turbulence model were compared against
experimental results and the inability of the second one to pre-
dict accurately the buoyancy production of turbulence kinetic en-
ergy was revealed. Applications of the modified Standard k–e to
single-room fire may also be found in [20,21]. To the best of
the authors’ knowledge, no CFD simulations have been performed
using a modified RNG k–e model [22], for single-room fires. A few
studies which apply the RNG model for fire cases exist, but they
refer only to cross flow effects on plume development [23] and to
negligible turbulence kinetic energy buoyancy production [21].

In the second case of a two-room fire, various experimental
studies exist to assess the airflow mechanism, and also to acknowl-
edge the differences in comparison with one-room fires [24–26].
CFD modelling of the aforementioned experiments has also been
performed, in order to extend CFD applications beyond the single
compartment geometry. Such an extension was presented by Yeoh
et al. [27] in the two-room compartment structure described in
[25]. The combustion process, radiation modelling and turbulence,
using the modified Standard k–e model, were taken into account. In
agreement with previous single-room results [2,19–21], the VHS
concept led to acceptable agreement with temperature and veloc-
ity measurements, but results deviated above the fire source. The
flow through a doorway induced by a two-room compartment fire
was investigated by Chow and Zou [28]. They used the Fire Dynam-
ics Simulator (FDS), which applies Large Eddy Simulation (LES), to
derive equations for calculating doorway flow rates induced by a
fire corresponding to the experimental facility described in [24].
Numerical results obtained by CFD models concerning two- or
(generally) multi-compartment fires may also be found in other
investigations, as for example in [29]. For the case of two-room
fires, as for singe room fires, no application of a modified RNG
model, together with mass flow rates and neutral-plane heights
calculations, was found.

Based on the literature review above, turbulence modelling of
buoyancy-driven flows within buildings is still of major concern.
The turbulence modelling can affect flow predictions by about
the same amount as radiative heat fluxes [19], and the heat-release
rate is the most important parameter for the accurate prediction of
fire hazard [30]. The above considerations dictate the purpose of
the present study. Turbulence effects were modelled using modi-
fied versions of the Standard k–e model and, for the first time to
the authors’ best knowledge, of the modified RNG k–e model for
both single-room and two-room compartment geometries. The fire
source is represented by a volumetric heat source. In the single-
room case, comparisons between the numerical results obtained
by both turbulence models and available experimental results,
found in [13], are performed. In the two-room case, there are no
experimental data for comparison, but the results obtained by
the single-room-case validated model appear plausible. In both
cases, important design factors, such as mass flow rates and neu-
tral-plane heights are calculated, applying a special post-process-
ing procedure, and the numerical results are validated with
either available experimental data (single-room case) or results ob-
tained by empirical correlations found in literature (two-room
case).
2. Mathematical modelling

2.1. The physical problem

The physical problem considered is the movement of combus-
tion products in 3D enclosures of a certain geometrical complexity.
A typical compartment fire undergoes the following major stages
[3,10]:

� Ignition: Pyrolysis of a fuel leading to gaseous volatiles releases,
which are burnt as they mix with air.

� Growth: Hot gases are produced by the fire rise due to buoyancy
entraining the surrounding air, and a fire plume is formed.
Impingement of the fire plume on the ceiling gives rise to forma-
tion of a hot smoke layer in the upper part of the room, and the
so-called hot upper layer begins to form. The upper layer volume
still increases at a rate faster than the entrainment air into the
fire, thus both upper layer gases and lower layer air leave the
compartment.

� Flashover: Rapid transition from the growth period to a fully
developed fire, resulting in the total surface of the combustible
material being involved in fire.
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� Fully developed fire: The heat-release rate reaches its maximum
value, and the development of the fire is limited by oxygen
availability. A quasi-steady situation prevails in which, cold
external air flows into the compartment at the bottom of the
vent and upper layer gases leave the room at the top of it.

� Decay: Heat-release rate diminishes as the fuel is consumed.

In the present study, the post-flashover fully developed fire
stage is considered, as it represents the worst fire scenario.
The expected flow field at this stage is illustrated in Fig. 1 for
the cases of one- and two-room enclosures, with the fire source
located in the left-hand room. The smoke and thermal distribu-
tion is represented by grey colour, while white colour represents
external fresh air. Air suction through the opening occurs, caused
by pressure differences due to buoyancy forces, associated with
hot gas extraction through the upper part of the opening. This
process leads to the formation of the so-called cold lower layer
and the hot upper layer. Substantial design factors, such as the
mass inflow and outflow rates, _ma, _mg , _mg1, _mg2, and also the
neutral-plane heights of both the burning room (N) and the adja-
cent room (Hh) are illustrated in the sketches. In the problems
considered, the flow is dominated by buoyancy and the turbu-
lence serves to promote the rate of diffusion of heat, mass and
momentum. Neither radiation nor combustion is included, the
fire source being considered as a simple volumetric heat source
(VHS approach). Non-uniform buoyancy forces are allowed to af-
fect both the mean flow and the fluctuating motions.

2.2. The governing differential equations–assumptions

The independent variables of the steady-state problem are the
three components (x, y, z) of a Cartesian coordinate system. The
main dependent variables characterizing the flow are the three
velocity components (u, v, w), pressure p, enthalpy h, kinetic en-
ergy of turbulence k (Section 2.3), and the turbulence energy dissi-
pation rate e (Section 2.3).

All these dependent variables, with the exception of pressure,
appear as the subjects of equations of the general form [31,32]:

@ðquÞ
@t

þ divðq~uu� CugraduÞ ¼ Su ð1Þ

where u is the dependent variable, e.g., velocity components, en-
thalpy, k and e, or 1 for the continuity equation, q the Fluid den-
Fig. 1. Fully developed fire in: (a) one-room com
sity, ~u the Velocity vector, Cu the ‘‘effective” exchange coefficient
of u and Su is Source rate per unit volume.

The flow was assumed to take place under steady-state condi-
tions, thus the general conservation Eq. 1 for all dependent vari-
ables is implemented, for steady-state simulations:

divðq~uu� CugraduÞ ¼ Su ð2Þ

The pressure variable is associated with the continuity equation

divðq~uÞ ¼ 0 ð3Þ

in anticipation of the so-called pressure–correction equation [33],
which is deduced from the finite-domain form of Eq. 3. Further
details may be found, for example, in [1,2]. The momentum and
enthalpy conservation equations are implemented for steady-
state simulations (Eq. 2) and are as follows:

qUj
@Ui

@xj
¼ � @P

@xi
þ @

@xj
ðlþ ltÞ

@Ui

@xj
þ @Uj

@xi

� �� �
þ qgibðT � Tref Þ ð4Þ

qUj
@h
@xj
¼ @

@xj

l
Pr
þ lt

rT

� �
@h
@xj

� �
þ qSh ð5Þ
2.3. Turbulence models applied

Two turbulence models were used in the present study, to-
gether with the Boussinesq approximation for buoyancy effects:
(a) The standard k–e model [34], (b) The RNG k–e model [35].
The models use the logarithmic ‘‘wall-functions” near solid sur-
faces (11.5 < y+ < 150) [34]. The validity of Boussinesq’s approxi-
mation was tested here by repeating runs using variable density
(as a perfect-gas-law function of temperature), and was found
adequate.

2.3.1. Standard k–e model
This model solves for the kinetic energy of turbulence k, and the

energy dissipation rate e. The model is modified to account for
buoyancy effects on turbulence [1,2]. The governing equations, cast
in the form of Eq. 2, are presented below:

� Kinetic energy of turbulence, k.

quj
@k
@xj
¼ @

@xj
lþ lt

rk

� �
@k
@xj

� �
þ Pk þ GB � qe ð6Þ
partment; and (b) two-room compartment.
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� Energy dissipation rate, e.
quj
@e
@xj
¼ @

@xj
lþ lt

re

� �
@e
@xj

� �
þ e

k
ðC1Pk � C2qeþ C3GBÞ ð7Þ

� Turbulence viscosity. In the above model, turbulence viscosity is
computed by:
lt ¼ qCl
k2

e
ð8Þ

� Empirical constants. There are six empirical constants involved,
as follows:
C1 ¼ 1:44; C2 ¼ 1:92; C3 ¼ 1:0; Cl ¼ 0:09; rk

¼ 1:0; re ¼ 1:3 ð9Þ
2.3.2. RNG k–e model
The RNG (Renormalization Group) model by Yakhot and Orszag

[35] accounts for effects of small-scale turbulence using a random
function in the Navier–Stokes equations. The RNG process removes
the small-scale motions from the equations by expressing their ef-
fects in terms of larger-scale motions and a modified viscosity. In
the present work, this model is modified to account for buoyancy
effects on turbulence. The governing equations of the modified
model are as follows:

� Kinetic energy of turbulence, k.
quj
@k
@xj
¼ @

@xj
lþ lt

rk

� �
@k
@xj

� �
þ Pk þ GB � qe ð10Þ

� Energy dissipation rate, e.
quj
@e
@xj
¼ @

@xj
lþ lt

re

� �
@e
@xj

� �
þ e

k
ðC1Pk � C2qeþ C3GBÞ � R ð11Þ

� Turbulence viscosity. In the RNG model, turbulence viscosity is
computed by:
lt ¼ qCl
k2

e
ð12Þ

� Empirical constants. There are also six empirical constants for
the RNG model:
C1 ¼ 1:42; C2 ¼ 1:68; C3 ¼ tanh ju=v j; Cl

¼ 0:0845; rk ¼ 0:719; re ¼ 0:719 ð13Þ

In both models, Pk represents the generation of turbulence kinetic
energy due to the mean velocity gradient, and is defined by

Pk ¼ lt
@Ui
@xj
þ @Uj

@xi

� 	
@Ui
@xj

.

The difference between the standard and RNG k–e models is
actually, apart from the different constants, the presence of an
additional strain-rate term R in the e-equation for the latter (Eq.

11). The term is modelled as R ¼ Clg3ð1�g=g0Þ
1þb1g3

e2

k , where g = Sk/e and

S = (SijSij)1/2. The term Sij ¼ 1
2

@Ui
@xj
þ @Uj

@xi

� 	
is the mean rate of strain

and U the velocity of the mean flow. The significance of the inclu-
sion of this term is its responsiveness towards the effects of rapid
rate strain and streamlines curvature, which cannot be properly
represented by the standard k–e model.
In the models described above the quantity GB is included (Eqs.
6, 7, 10, and 11), to represent the production/dissipation of turbu-
lence energy due to the action of buoyancy forces [1,22], computed
by:

GB ¼ �bg
lt

rt;u

@T
@y

ð14Þ

where b = 1/Tref is the thermal expansion coefficient. It is expected,
and it is supported by other investigations, that different tempera-
ture predictions will be obtained by the aforementioned turbulence
models. For example, it has been proven that different temperature
variations are produced in case of cavity flows, and this difference
increases as the aspect ratio increases [22]. This is not surprising
due to the presence of the term GB in Eqs. 6, 7, 10, and 11, that ex-
presses the buoyancy production/destruction of turbulence kinetic
energy. Turbulence kinetic energy values calculated by Eqs. 6 and
10 differ due to different empirical coefficients and, more impor-
tantly, due to different values of the calculated dissipation rate,
which participates in the turbulence kinetic energy calculations,
by Eqs. 7 and 11. Differences in the buoyancy production of turbu-
lence kinetic energy causes differences in temperature gradients
predicted by the different turbulence models applied, leading to dif-
ferent outcomes of the energy Eq. 5. The same situation is true even
if the term GB is neglected in the Eqs. 7 and 11, as long as it remains
in Eqs. 6 and 10 [1,2,36]. A more complicated model, such as the
RNG, is not necessarily better suited to problems with strong heat
fluxes but it is, theoretically at least, better suited to flows with ra-
pid rate-of-strain and with streamline curvature; and strong heat
fluxes may lead to the latter effect. In general, this is a case-sensi-
tive matter and any a priori statement of the turbulence model per-
formance would be inappropriate. For this reason both turbulence
models are tested in the present study, as this task is one of its
purposes.

3. Method of solution

3.1. Formulation of equations

The space (and time when necessary) dimensions are discret-
ized into finite intervals and the variables are correspondingly
computed at only a finite number of locations in three-(or four-)
dimensional space, i.e., at the so-called ‘‘grid points”. These vari-
ables are connected with each other by algebraic equations, de-
rived from their differential counterparts by integration over the
control volumes defined by the above-mentioned intervals [31].

3.2. Solution procedure

The procedure adopted for the solution of the algebraic equa-
tions, derived as in Section 3.1 above, is the SIMPLEST algorithm
[2,36]. The difference of this procedure from the well established
SIMPLE [33] is that the finite-domain coefficients of the momen-
tum equations contain only diffusion contributions, the convection
terms being added to the linearized source term of the equations
[37]. This practice was found to eliminate the need for severe un-
der-relaxation of the pressure-correction, particularly for very fine
grids, thus accelerating convergence.

3.3. Boundary conditions

For the problems considered there are two types of boundaries:
solid or free. On a solid boundary, the no-slip condition for the
velocity components is employed. For the temperature equation,
adiabatic sidewalls, floor and ceiling are applied, while the fire
source is modelled as a volumetric heat source. The fluxes of
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momentum and heat to the wall obey the wall-function relations
of Launder and Spalding [38]. For the kinetic energy of turbulence,
the zero diffusive flux at the wall is used. For the dissipation rate,
the empirical evidence that a typical length scale of turbulence var-
ies linearly with the distance from the wall, is used to calculate e
itself at the near-wall point. Finally, at the free boundaries the
pressure is prescribed as follows: A fixed pressure (atmospheric
pressure) is assumed to prevail outside the free boundary; the
mass inflows and outflows being an outcome of the solution proce-
dure. Velocities and temperatures at the free surfaces outside the
enclosure are taken equal to the ambient conditions.

3.4. Initial conditions

The simulations reported here refer only to the steady state.
Therefore, computations start using either guesses or the solutions
of a previous similar run as initial conditions.

3.5. Computational details

The finite-volume method [31] was used to solve the set of con-
servation equations. The domain of interest was divided into a
number of control volumes. Over a control volume about the point
P, the set of differential equations for u is integrated to give discret-
ized algebraic equations of the form [1]:

aPuP ¼
X

I

aIuI þ Su;PVP ð15Þ

where aI represents coefficients, I stands for the neighbouring nodes
around the central one, P, Su,P is the source term of the transferred
variable u, and VP is the grid-cell volume. In solving the discretized
Eq. 15, the sum of absolute normalised residuals RES over a control
volume about the central node P is defined as:

RES ¼
X

all grid cells

X
I

aIuI þ Su;PVP � aPuP












 ð16Þ

Steady-state computations were stopped when RES = 10�3, and con-
vergence is considered to be obtained when the total residual error
in the field is less than 0.1% of the reference values for each variable,
which are the mass flow rate, the inlet momentum flux and the inlet
energy flux. To ensure convergence, relaxation of the ‘‘false-time-
step” was employed for all variables except pressure for which lin-
ear relaxation was used [37].

The CPU time required for the optimum grids for the problems
considered to obtain full convergence of solution was about
240 min and 360 min for the one-room (63,240 cells, see Section
4.2) and two-room enclosures (105,400 cells, see Section 4.3),
respectively, on a Linux PC (Pentium IV, 2.4 GHz CPU and 1 GB of
RAM).

3.6. Mass flow rate calculations

The airflow rate into or out of a building can be calculated by
integrating the normal velocity at the opening of a building, when
the flow is incompressible, which is true for most naturally venti-
lated compartment fires. Based on the mass balance of the airflow
within the enclosure (see Fig. 1), the mass outflow rate equals to
the sum of the fuel burning rate and the mass inflow rate through
the opening, as follows [28,39,40]:

_mg ¼ _mfuel þ _ma ð17Þ

In the present study, because combustion was simulated by the VHS
concept, there will be as much fluid leaving the building, as there
will be fluid entering the building, i.e., _mg ¼ _ma. The mass ouflow
rate is selected for macroscopic quantification of the flow field for
both cases studied, since it represents an additional indicator of
thermal plume development. Utilizing the CFD results, the mass
outflow rate through the doorway of the burning room may be cal-
culated by integrating the velocity at the outflow region (above
neutral-plane height) of the vent. This can be achieved numerically
by the summation of the velocity stored in each grid-cell in x and y
directions, as follows:

_mg ¼ qr

Xm

j¼1

Xn

i¼1

uijDxiDyj ð18Þ

where qr is the air density of the hot upper layer leaving the room,
uij is the velocity stored in the i-th and in the j-th cell along x and y
directions (where

Pn
i¼1Dxi ¼ width of opening, and

Pm
j¼1Dyj ¼

above neutral� plane height of opening), respectively, correspond-
ing to the grid-cell surface Dxi �Dyj at the opening, and, finally, m
and n are the number of the outflow grid cells at the y (above neu-
tral plane) and x directions, respectively.

4. Results and validation

4.1. General description of the cases considered

Two different compartment geometries have been examined for
demonstration and validation purposes. The first is an enclosure
comprising one room, a door that plays the role of both an inlet
and an outlet and a heat source at the centre of the room. For this
problem experimental data are available for different heat sources
and different locations of the source in the room. Further details of
the experimental setup may be found in [13]. In the present paper,
results for a heat source of 62.9 kW at the centre of the room are
presented and discussed, in the form of air temperature distribu-
tion and velocity vectors. Following satisfactory agreement of the
results with experiments, a two-room structure with a fire source
in one of them is simulated. The two rooms are of the same dimen-
sions with the room of the previous single-room problem. The fire
source is considered to be again a heat source of 62.9 kW located at
the centre of the first room. The door between the two rooms and
the outside door have the same dimensions with the door of the
single-room problem.

4.2. Single-room enclosure

The fire experiments of Steckler et al. [13] were performed in a
rectangular compartment, of side 2.8 m and height 2.18 m, incor-
porating ceramic fiber board insulation and a circular gas burner
of diameter 0.3 m, fuelled by commercial-grade methane. The lay-
out of that room is illustrated in Fig. 2(a). Of the several variations
in burner position and ventilation configuration reported in [13],
the present paper illustrates the results obtained when the burner
is positioned centrally in the room and ventilation is provided by a
room opening (doorway) of 1.83 m height and 0.74 m width. The
rest of the results obtained are similar with respect to the experi-
mental measurements, as those for the reported case. The fuel flow
rate selected corresponds to a heat output of 62.9 kW. Conditions
at the opening attracted particular attention and detailed measure-
ments of temperature, using aspirated thermocouples, and of
velocity by bi-directional probes were reported. The measuring de-
vices were positioned at the centreline of the doorway and at the
point ‘‘corner” of the room located at a distance of 0.305 m from
the right-hand wall and 0.305 m from the west wall.

The assumptions of the CFD simulation were:

� one-phase, steady-state flow of a Newtonian fluid;
� adiabatic walls (since the walls and ceiling were covered with a

ceramic fiber insulation board); and,



Fig. 2. (a) Schematic of compartment fire; (b) model geometry.
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� the fire source is modelled as a volumetric heat source of
0.3 m � 0.3 m � 0.3 m, while radiation is neglected. The volu-
metric heat capacity of 62,900 W/(0.027 m3) is used as an input
parameter that is fed into the source term of the energy Eq. 5, as
follows: _q000 ¼ 2:329 � 106J=ðm3sÞ ¼ qSh.

The geometry considered is shown in Fig. 2(b). Several grid sizes
were employed to test sensitivity of the solutions to grid refine-
ment. The solution that proves to be virtually independent of fur-
ther grid refinement is that obtained by using a grid of
40 � 31 � 51 (x–y–z axis, respectively). Fig. 2(b) presents the com-
putational domain that was extended 2.18 m outside the room to
simulate the entrainment of fresh air through the doorway cor-
rectly [2,38]. The coordinate system has its origin at the left-hand
corner of the room floor, with the z-axis directed along the
enclosure.

Fig. 3 presents numerical results, obtained using the Standard
k–e model, of temperature and velocity variations at the middle
longitudinal plane of the solution domain. The airflow motion is
clearly dominated by buoyancy forces produced around the burner
at the middle of the enclosure, and it may be described as follows:
As air passes across the heat source, its temperature increases, thus
its density decreases. Because of the buoyancy forces that arise due
to density variations, the hot air rises towards the top space of the
enclosure. When the hot layer reaches the right vertical wall it des-
cends and exits through the top of the doorway, while fresh air en-
ters the room through the bottom. The displacement of indoor air
by the entering external air, due to air suction caused by indoor–
outdoor pressure differences, leads to a re-circulation region at
the middle of the room which maintains the expected hot upper
and cold lower layer, as already sketched in Fig. 1(a) of the esti-
mated flow field.

The next step is to examine the performance of the buoyancy-
modified turbulence models used. Comparisons among the results
of the modified k–e model, the modified RNG k–e, and the experi-
mental data are presented, at the physical locations where data are
available, i.e., the measurement sites depicted in Fig. 2(a). In
Fig. 4(a), the air velocity at the doorway centreline is presented.
Comparisons among the two models and the experimental results
are shown. In Fig. 4(b) the temperature distribution at the doorway
centreline is shown and the same comparisons have been made. In
Fig. 4(c), the temperature distribution at the ‘‘corner” of the room
is presented.

The numerical results for velocity are generally in fair agree-
ment with the experimental data, using both turbulence models.
More specifically, the divergence, in terms of mean absolute error,
of the computed velocity from the measured one at the outflow re-
gion above neutral-plane height (1.028 m, Fig. 4(a)), is estimated at
10% and 15% using the Standard k–e and the RNG k–e model,
respectively. The corresponding divergence across the inflow re-
gion is 35% and 30% for the two models. It is seen that both models
over-predict the inflow velocity, while they perform relatively bet-
ter above the neutral-plane height. Generally, both turbulence
models provide equivalent predictions of the bi-directional flow
through the vent. As far as the doorway temperature variations
are concerned, inspection of Fig. 4(b) reveals that the RNG model
provides more accurate predictions at the hot upper layer region,
while at the cold lower layer both models produce similar results.
Particularly, the Standard k–e model discrepancy to measurements
is about 6%, reducing to 3% when the RNG model is used. The same
observation is true at the ‘‘corner” of the enclosure (Fig. 4(c)),
where the RNG model leads to a 7% difference compared to the
experimental recordings, and the Standard k–e model results devi-
ate by about 12%. It is concluded that results by both models are in
rather satisfactory agreement with temperature measurements
within the hot upper layer, with the RNG k–e model leading to rel-
atively more accurate computations. The numerical errors in the
cold lower layer temperature predictions are higher, by around
10%, for both models, within the region below the neutral-plane
height through the doorway (Fig. 4(b)). Even more, the RNG model
produces a large error of 32% at the ‘‘corner’s” lower region. How-
ever, qualitatively the predicted temperature gradient is similar to
the experimental one, and thus the temperature distribution ob-
tained by the RNG k–e model is similar to that of the measure-
ments (see Fig. 4(c)). The discrepancies between predicted and
measured temperatures may be attributed either to the omission
of radiant heat transfer from the upper hot layer to the lower cold
layer in the present models, or to measurement errors due to pos-
sible higher temperature recordings than that of the surrounding
gas, due to the fact that the thermocouples pick up radiation from
the flames and the heated walls [10]. In general, however, the VHS
model applied in this study is considered satisfying, at least for
practical engineering purposes, using either of the turbulence
models, while the temperature of the hot upper layer is better pre-
dicted using the modified RNG k–e model. The predicted flow field
proves the effectiveness of the CFD model used and its usefulness
in computing thermal plume development.

As discussed in Section 1, other macroscopic factors, such as the
neutral-plane height and mass flow rates are critical design param-
eters in compartment-fire studies, as the opening plays the role of
escape, or fire-fighting, passage. Results for these two design
parameters, obtained using both the present CFD model and avail-
able empirical correlations [13], for the single-room compartment,
are tabulated in Table 1. The measured height of the boundary be-
tween hot and cold layers is 1.028 m [13], while the predicted one
is 1.053 m using the Standard k–e model, and 1.042 using the RNG
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k–e model, i.e., a difference of only about 2.5% and 1%, respectively.
In the present study, neutral-plane heights are estimated following
a regression technique utilizing the numerical results, through the
doorway centreline, to yield a polynomial function of height; the
height of minimum velocity is then calculated following an itera-
tive procedure (Newton–Raphson). As far as the mass outflow rate
is concerned, CFD velocity results are incorporated in Eq. 18 to
yield an error of only about 0.35% and 5%, in comparison with
the experimental value, using the Standard k–e and the RNG k–e
model, respectively. It is observed that the deviation obtained
using the RNG model is higher, although acceptable, in comparison
with previous studies using combustion models [16]. In order to
have an overall overview of the usefulness of the CFD model,
empirical correlations of _mg , such as Eq. 19 below [13], are also ap-
plied using, for comparison purposes, information by both the CFD
results and the experimental measurements:

_mg ¼
2
3

ffiffiffiffiffiffi
2g

p
C0qaAH1=2 Ta

Tr
1� Ta

Tr

� �� �1=2

1� N
H

� �3=2

ð19Þ

Thus, in Eq. 19 Tr is either found from experiments or it is calculated
as follows:

Tr ¼

Either from experimental results

ORPnburn
iburn¼1

Tiburn
ViburnPnburn

iburn¼1
Viburn

ðiburn ¼ Burn-room cell of Viburn
volumeÞ;

for the CFD results

8>>>>><
>>>>>:

ð20Þ

and N is the neutral-plane height either found [13], or predicted by
the CFD runs; in the latter case, it is calculated as discussed earlier.
As presented in Table 1, the outflow rate is improved using the RNG
model, in comparison with the corresponding value calculated
using experimental information by Eq. 19. The error is only about
1.5%, and even better (error: 1.2%) compared to the measured out-
flow rate. Correspondingly, the Standard k–e leads to higher devia-
tions of about 4% and 1.5%. This is not surprising as in Eq. 19 no-
velocity information is used, and thus, since the RNG model leads
to better temperature predictions in the hot upper layer, it provides
a mass flow rate closer to the one calculated by Eq. 19, using exper-
imental information, as well as to the measured one found in [13].
Comparing the numerical mass outflow rate (Eq. 18) with results
obtained by Eq. 19 when utilizing CFD data, it is seen that they con-
verge to a similar solution and thus both calculation methods
(velocity utilization-CFD method, and no-velocity utilization-
Empirical method) provide valid results.

Since the maximum changes of the dependent variables of the
problem occur near the heat source, it is important to present
the velocity and temperature distributions at the y–x plane at the
heat source. In Fig. 5 these distributions, as predicted by the RNG
k–e model, are illustrated. The graphs show the structure of the
simulated flow field above the source, with the air vortices creating
the expected cold and hot layers. Fig. 6 shows the variations of
velocity and temperature at the source centreline. Although no
experimental data exist in this region, the information provided
may serve for future comparisons among several combustion and
radiation models to investigate the validity of the simple VHS mod-
el within the region close to the source.

Conclusively, the CFD model described, applying the simple
VHS concept is considered fairly satisfactory for flow field and
other design factors predictions. Both turbulence models applied
provide reliable information about the airflow structure and the
fire endurance [30] of the enclosure, as shown by comparisons
with measurements and empirical correlations. As far as results
in the hot upper layer are concerned, the RNG model predicts the
thermal stratification and the neutral-plane height more
accurately.

4.3. Two-room enclosure

The problem is extended to a two-room geometry, as shown in
Fig. 7. The rooms communicate via a door and the right-hand room
has its own doorway that plays the role of the air inlet–outlet. The



Fig. 4. Doorway centreline: (a) velocities; (b) temperatures, located at (x = 1.4 m,
z = 2.851 m); and (c) Corner stack temperatures, located at (x = 0.305 m,
z = 2.495 m).
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rooms are of the same dimensions as in the previous problem, and
so are the doors. The heat source is positioned at the centre of the
left-hand room and is of a heat output of 62.9 kW. The left-hand
room that contains the fire source is named ‘‘Burning room” and
the right-hand one is named ‘‘Adjacent room”.
A typical two-room compartment fire and its characteristic flow
properties are presented in Fig. 1(b). In this figure, the fire spread-
ing mechanism is presented in terms of mass flow rate [28]. The
mass outflow rate through the doorway of the burning room is a
result of the contribution of the neutral-plane heights of the two
rooms (N and Hh). Thus, the total mass outflow rate is defined as
_mg ¼ _mg1 þ _mg2. Since the generation of these mass flow rates is

created by the outflow velocity at the burning-room doorway, it
is important to quantify the flow at this region. In the present
study, this quantification at the doorways, as well as the calcula-
tion of the characteristic flow properties, are provided by the sim-
ulation of the flow throughout the compartment for evaluating fire
spreading, particularly through these openings that are actually es-
cape passages in case of fire.

The assumptions are the same as in the problem described in
Section 4.2. A grid-independent solution is obtained using a grid
of 40 � 31 � 85. The computational domain was again extended
outside the room to simulate entrainment of fresh air through
the doorway. The coordinate system has its origin at the left-hand
corner of the burning-room floor, with the z-axis directed along the
enclosure. The problem is solved using again both the modified
Standard k–e model and the modified RNG k–e model, and calcula-
tions of important design parameters, e.g., mass flow rates and
neutral-plane heights, are performed. Since no experimental data
exist to compare the CFD results with, validations are based on
comparisons of mass outflow rates obtained by the CFD method
(Eq. 18) and those obtained by available empirical correlations
for two-room fires [28]. Finally, comparisons of temperature and
velocity, as predicted by the turbulence models, at the doorway
centreline of the burning room and the doorway centreline of the
adjacent room are also presented.

One of the first empirical formulations to quantify the mass out-
flow rate is that provided by Nakaya et al. [24], who performed
measurements in a prototype two-room enclosure containing a
propane burner. Burning-room doorway velocity and temperature
recordings were obtained and the mass flow rates were calculated
using measured velocities through the opening. Based on Ber-
noulli’s equation and on the assumption that in the burning room
an upper layer of uniform temperature prevails, the mass outflow
rate is calculated as follows [24]:

_mg ¼ C0Wq1T1
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Chow and Zou [28] acknowledged the non-uniformity of tem-
perature in the hot upper layer of the burning room and proposed
a simpler formulation of Eq. 21, as follows:

_mg ¼ _mg1 þ _mg2

¼ 2
3
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where Tr is the burning-room temperature, computed using Eq. 20.
In the present investigation, the performance of the turbulence

models was tested using both the empirical Eqs. 21 and 22, formu-
lated for the calculation of the outflow rates in two-room struc-
tures containing a fire source in the first room. Both Equations
were used with CFD results, as no experimental data exist. Results



Table 1
Mass flow rates and neutral-plane heights for both cases considered.

Flow parameters N (m) Hh (m) _mg (kg/s) Eq. 18 _mg (kg/s) Eq. 19 _mg (kg/s) Eq. 21 _mg (kg/s) Eq. 22 _mg (kg/s) measured _ma (kg/s) measured

One-room enclosure
Experiment 1.028 – – 0.587 – – 0.571 0.554
Standard k–e 1.053 – 0.569 0.563 – –
RNG k–e 1.042 – 0.540 0.578 – –
Lewis et al. [16] 0.999 – 0.523 – – –

Two-room enclosure
Experiment – – – – – – – –
Standard k–e 0.887 1.146 0.587 – 0.595 0.513 – –
RNG k–e 0.887 1.131 0.536 – 0.572 0.521 – –

The symbol ‘‘–” means not available value.
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Fig. 5. (a) Temperature contours; (b) velocity vectors, at the plane y–x at the position z = 1.4 m.
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obtained by the CFD solution (using Eq. 18) through the opening of
the burning room, and by the empirical correlations above, are
summarized in Table 1, together with the outflow rates of the first
case (single-room enclosure). No substantial difference of mass
outflow rate through the burning-room vent, between the single-
room and the two-room compartments is observed. Referring to
the neutral-plane height through the burning-room doorway, it
is found that both models result to the same value (see Table 1),
while a small difference exists for the neutral-plane height in the
adjacent room. The calculation procedure of both neutral-plane
heights is the same as that described in Section 4.2. In the adjacent
room, Hh is calculated using temperature results in the middle of
the adjacent room, and only a difference of 1.3% between the Stan-
dard k–e and the RNG k–e model is observed. Referring to the mass
flow rates obtained by Eq. 18, the difference between the turbu-
lence models is 9.5%. The corresponding discrepancy of Eq. 21 to
predictions by the Standard k–e and the RNG k–e model is 1.3%
and 6.5%, respectively. It is seen that, as in the case of the single
room, the RNG k–e model differs more than the Standard one from
the empirical value. However, this is not true when Eq. 22 is used
instead of Eq. 21. Then, the difference of the mass flow rate pro-
duced by the Standard k–e (Eq. 18) from the empirical one is great-
er than that obtained by the RNG k–e model. This may be due to
the fact that the RNG predicts higher and more accurate tempera-



Fig. 6. Source centreline: (a) temperature; and (b) velocity, located at (x = 1.4 m,
z = 1.4 m).
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Fig. 7. Two-room compartment geometry.
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tures within the hot upper layer, thus it provides more accurate
prediction of the temperature non-uniformity. It is evident that
more research is needed in order to understand which turbulence
model performs better, in terms of mass flow rate calculations.
However, given that the differences are small, both models may
be considered equally suitable, as in the first case. The reported
deviations are expected, since the assumptions adopted create
uncertainties such as, for example, the omission of the flow rate
at the burner. The performance of the turbulence models should
also be tested including the mass flow production at the source,
although high deviations are expected only for sources of very
large heat output [28].
Fig. 8 presents temperature and velocity distributions at the
middle longitudinal plane, obtained by the Standard k–e model.
The airflow motion is clearly dominated by buoyancy forces pro-
duced around the heat source at the middle of the enclosure,
and, as in the first case, it may be described as follows: As air
passes across the heat source, its temperature increases, thus its
density decreases. Because of the buoyancy forces that arise due
to density decrease, the hot air rises towards the top space of the
burning room. When the hot layer reaches the right vertical wall
it descends and exits through the top of the doorway, while fresh
air enters the burning room through the bottom. As hot air passes
into the adjacent room the height of the boundary between the hot
and cold layer increases, leading to an elevation of the neutral-
plane height through the adjacent-room door. The displacement
of indoor air by the entering cold air, due to air suction caused
by the indoor–outdoor pressure difference, leads to a re-circulation
region at the middle of the room. As the entering cold air meets the
exiting hot air within the adjacent room, the flow stagnates in the
middle of the adjacent room and a new vortex is created. Those
two vortices form the boundary between cold and hot air masses
and maintain the expected hot upper and cold lower layer
throughout the enclosure, as already sketched in Fig. 1(b) of the
estimated flow field. It must also be mentioned that the vortex
near the left wall, observed in the first case (see Fig. 3(b)), is now
absent (Fig. 8(b)).

Temperature and velocity results, through the burning-room
doorway, obtained using the Standard k–e model, for both the
enclosures considered, are presented in Fig. 9. It may be concluded
that for the two-room problem, the velocity of the entering fresh
air into the burning room is greater than the velocity for the case
of the single-room problem. It is also seen (Table 1) that the mass
outflow rate predicted by both turbulence models (Eqn. 18) is
greater than that calculated in the single-room case, due to the
neutral-plane height subsidence (and thus the increase of the
available outflow surface through the doorway), i.e., the neutral-
plane height is now calculated at 0.887 m (see Table 1) using both
turbulence models, lower than that occurred in the case of the one-
room problem.

Temperature and velocity distributions at the burning-room
doorway centreline, as well as at the adjacent-room doorway
centreline, are illustrated in Fig. 10. It is seen that there is no sig-
nificant difference in the velocity predictions by both models,
through both openings. This means that both turbulence models
similarly predict the bi-directional flow motion, through the open-
ings. However, the RNG model results to higher temperature pre-
dictions within the hot upper layer, as was also in the case of the
one-room geometry. Temperature differences between the turbu-
lence models are even higher at the burning-room opening (see
Fig. 10(b)). The height of the boundary between the hot and cold
layers was predicted as being 0.887 m (both models) and
1.146 m (Standard k–e), or 1.131 (RNG k–e) (see Table 1), for the
burning room and the adjacent-room doorways, respectively. Thus,
the thickness of the hot upper layer in the burning room is greater
than the thickness of the upper layer in the adjacent room
(Fig. 10(a)); this is expected because of the better air ventilation
in the adjacent room.
5. Conclusions

The numerical prediction of flow induced by fire in an enclosure
during the fire development is of great importance, because it pro-
vides data and dictates actions that concern building services (ven-
tilation systems, fire-fighting devices etc.). The knowledge of the
fire spread benefits both the building design and the policy making
procedures for extinguishing fires.



Fig. 9. Burning-room doorway centreline: (a) velocity; and (b) temperature, for
both one-room and two-room compartments.
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Fig. 8. (a) Temperature contours (K); and (b) velocity vectors, at the y–z plane at position x = 1.4 m.
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The objective of the work reported herein was to test two tur-
bulence models against available experimental data and empirical
correlations in order to establish the feasibility and practicality of
three-dimensional field modelling of strongly buoyant, recirculat-
ing flows, for both single- and two-room geometries. A literature
review of fire simulation for the above geometries is reported. Sig-
nificant conclusions of previous studies motivated the present re-
search that focuses on the application of two RANS (Reynolds-
Averaged Navier–Stokes) models, i.e., the Standard and the RNG
k–e model, modified to account for buoyancy effects. The results
of the first application (single-room problem) appear reasonably
accurate, as compared to available experimental data, particularly
at the door centreline. Thus, important information for the appro-
priate design of escape passages in rooms may be provided. The
modification of the turbulence models to include the buoyancy ef-
fects improved the numerical predictions, but delayed conver-
gence, especially when the RNG model is used. Comparing the
two turbulence models, the results appear similar as far as velocity
predictions are concerned. The results for temperature, however,
differ significantly in the hot upper layer and the RNG model leads
to better agreement with the experimental results in this area. The
prediction of the hot upper layer height is not affected using either
of the two turbulence models. The maximum errors occur at the
corner stack of the room, although temperature gradients pre-
dicted by the RNG k–e model are qualitatively similar to those ob-
tained by the experiments. This may be due to the recirculating
nature of the flow, which is strong in that area and the logarithmic
wall-functions may then be inadequate there. Other treatments
should be tested in future to obtain possible improvements of
the CFD predictions. However, both models give fairly satisfactory
results for engineering purposes. Furthermore, macroscopic design
factors, such as the mass outflow rate and the neutral-plane height,
are quantitatively predicted by applying a special post-processing
procedure consisting of velocity numerical integration through
the doorway and regression techniques, respectively. It was found
that both turbulence models lead to fair agreement with available
mass outflow rate measurements, as well as with those calculated
by empirical correlations. Following the aforementioned validation
against experiments of the CFD model for the single-room case, the
turbulence models were also applied to a two-room geometry and
the results obtained are physically plausible. It is observed that
both turbulence models predict similar velocity distribution
through the openings, while temperature differences occur in the
predictions in the hot upper layer, being larger in the burning
room. The mass outflow rate and the heights of neutral planes
are also calculated at doorways using the numerical results, and
thus the thickness of toxic gaseous layers in rooms can be esti-
mated. These predictions are validated against results obtained
by well-known empirical correlations, found in literature, and
acceptable agreement is obtained. Important information may be
provided therefore, with some confidence, for the design of emer-
gency exits and for planning how to extinguish fires, in case of haz-
ardous scenarios caused by residential accidents, in the building
pre-construction phase.

In summary, it is concluded that both turbulence models may
be used for fire spreading predictions producing similar results,
with the RNG k–e model leading to higher, and more accurate, tem-
peratures above neutral-plane heights. Bi-directional flow through
doorways is predicted similarly by both models, in terms of veloc-
ity distribution, for both cases studied. Although the well-known
deficiencies of the turbulence models used in handling accurately
the complicated interactions between fire plume and air-entrain-
ment, intermittency etc. exist, it is satisfying that reasonably accu-
rate results, at least for engineering applications, are obtained
within practical computer resources. Hopefully, the methodology
described may be useful for validation of new empirical and zone
models, and applications for which there are no experimental data
available.
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